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Abstract—The on-demand routing protocols that have been proposed to either by time outs or by ROUTE ERROR messages.
date use either i i .g. i i i .g. i i i
e e s oy sy, Recenty, a routing protocl based on partal opology infor
tial link-state information in which a wireless router communicates to its Mation named STAR (source tree adaptive routing [7]) was pro-
neighbors the link states of only those links in its source tree that belong Posed in which wireless routers communicate to their neighbors
has acive flows, SOAR does no requie perore ink-sate advertements c.1 SOUrCE trees i.e., the state of inks in the preferred paths
when there are .no link connectivitchhanpges in the network. Simulation to _al_l destinations. Although STAR has been shown to b_e as
studies for several scenarios of node mobility and traffic flows reveal that €fficient as such on-demand routing protocols as DSR [7], it re-
SOAR performs more efficiently than DSR, which is one of the best per- quires each node to keep routing information for all network
forming on-demand routing approaches based on path information. - jestinations, which may be undesirable in very large ad-hoc net-
A dﬁé’fg;‘:ﬁ;:‘ﬁgf’ﬂ?ﬂﬁgﬁg";bmgess Networks, On-Demand Routing, works or networks in which battery life of nodes is at a premium.

This paper presents the source-tree on-demand adaptive rout-

ing protocol (SOAR), which is an on-demand routing protocol
based on link-state information. Section Il presents a detailed

Multihop packet radio networks (or ad-hoc networks) considescription of SOAR, in which wireless routers exchange min-
of mobile routers that interconnect attached hosts. These rigtal source trees, consisting of the state of the links that are in
works play an important role in relief scenarios and battlefieldéie paths used by the routers to reach active destinations. Active
where there is no base infrastructure. Communication betwesgstinations are those for which the wireless router is a source
notebook or palmtop computers in conference scenarios can alclata packets, a relay, or a possible relay. Minimal source
be achieved using the ad-hoc networks. The topology of suiches can be updated incrementally or atomically, and updates to
networks is very dynamic because of host and router mobiliggurce trees are validated using sequence numbers. A wireless
signal loss, interference, and power outages. The bandwidbthiter uses its outgoing links and the minimal source trees re-
available is also much less compared to wired networks. ceived from its neighbors to compute its own source tree using

To minimize the control overhead, on-demand routing pré-local path selection algorithm. Our approach of caching path
tocols maintain paths to only those destinations to which datdormation in the form of links is similar to Hu and Johnson’s
must be sent and the paths to such destinations need not bel@p-However, while SOAR communicates a link only once in a
timum (e.g., DSR [1], AODV[2], TORA [3], ROAM [4]). The source tree and validates each link with a sequence number, the
basic differences among these protocols are how they commpproach in [6] specifies complete paths to destinations from
nicate information to obtain paths to destinations, how they us#ich links are then extracted. Section Il proves that, within a
and maintain the information, and the way in which data packédigite amount of time after the occurrence of the last topology
are routed. All on-demand routing protocols proposed to-dateange in the network, SOAR stops transmitting updates and
use flood search messages that either give sources the compieters have paths to active destinations that do not involve any
paths to destinations (e.g., DSR) or provide only the distandeep. Section IV presents a comparative performance study of
and next-hops to destinations and validate such distances fPAR and DSR, which has been shown to require fewer con-
sequence numbers (e.g., AODV) or timestamps (e.g., TORA) ! packets than other on-demand routing protocols (AODV
internodal coordination (e.g., ROAM). Interestingly, there havad TORA) [1], [8]. The simulation results show that SOAR
been no detailed studies of on-demand routing protocols baseduires much fewer update packets than DSR, while provid-
on link-state information. Jacquet et. al. [5] present a link stateg similar average delays and packet delivery rates. Section V
routing protocol for dense mobile ad-hoc networks called Opfi¥esents our conclusions.
mized Link State Routing (OLSR). OLSR is a pro-active routing
protocol where the routers exchange periodic routing messages [I. SOAR DESCRIPTION
and periodic HELLO messages with the neighbors. It usesza oyerview
concept of multipoint relays (MPRSs), which act as intermediate
routers from source to destinations and works best in dense netl0 describe SOAR, the topology of the network is modeled
works. Hu et. al. [6] have proposed caching schemes for DGR @ directed graph G = (V,E), where V is the set of nodes and
in which paths to destinations are stored in the form of lins is the set of edges connecting the nodes. Each node has a

for higher efficiency and the links are removed from link caché#ique identifier, by which routing protocols and other applica-
tions can identify it. Routers are assumed to operate correctly
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Cruz. E-mail: soumya,jj@cse.ucsc.edu

This work was supported in part by the Defense Research Projects Agenc ac.h Iink.has a cost associated with it and it becomes infinite
(DARPA) under grant F30602-97-2-0338 if the link fails. SOAR does not depend on a neighbor protocol

I. INTRODUCTION



Form Approved

Report Documentation Page OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number.

1. REPORT DATE 3. DATES COVERED
2001 2 REPORTTYPE 00-00-2001 to 00-00-2001
4. TITLE AND SUBTITLE 5a. CONTRACT NUMBER
Using Minimal Source Treesfor On-Demand Routingin Ad Hoc £b. GRANT NUMBER
Networks

5¢c. PROGRAM ELEMENT NUMBER
6. AUTHOR(S) 5d. PROJECT NUMBER

5e. TASK NUMBER

5f. WORK UNIT NUMBER
7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
University of California at Santa Cruz,Department of Computer REPORT NUMBER

Engineering,Santa Cruz,CA,95064

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’'S ACRONYM(S)
11. SPONSOR/MONITOR'’ S REPORT
NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT

Approved for public release; distribution unlimited

13. SUPPLEMENTARY NOTES

14. ABSTRACT

15. SUBJECT TERMS

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 18. NUMBER 19a. NAME OF

ABSTRACT OF PAGES RESPONSIBLE PERSON
a REPORT b. ABSTRACT c. THISPAGE 10
unclassified unclassified unclassified

Standard Form 298 (Rev. 8-98)
Prescribed by ANSI Std Z39-18



for monitoring link connectivity with neighbors. SOAR declare8. Information Maintained in SOAR
a link as up when it receives a control packet from a new neigh-

bor. It is assumed that either a link-level protocol can infor ' e -
SOAR when data packets cannot be sent along a particular IEI?’ a routing tablef7; and theminimaltree ST, reported by
each neighbozeN;, whereN; is the list of neighbors of. A

or SOAR can make that determination after a few transmissions

to a neighbor. Control packets are sent unreliably and there guter also keeps a query table, a data buffer and a destination

be packet losses due to changes in link connectivity, interf ?_%Ie ©:) contammg th? highest node sequence number it has
grd for each destination.

ence and signal loss. SOAR has been implemented on top 5

UDP and IP and has access to all data packets from the network1€ routing tableRT; contains entries for those destina-
layer as well as from the upper layers. tions that are reachable according to the information available

at routeri. Each entry in the routing table consists of the des-

SOAR finds paths to destinations in an on-demand basigation ID, the next hop for the destination and the cost of the
When a router is asked to forward a data packet it forvvardsFéth to the destination.

to the next hop specified in the routing table if the next hop
the destination is known. Otherwise, the router sengisay 10 o known to the router whil§T? is theminimalsource tree

its neighbors asking for the Iink-stgte _information needed to prgy neighborz advertised to router Though a router maintains a
duce a complete_path to the destination. If_ the neighbors do @t e tree, it determines itinimalsource tree and reports that
have a pgthguerzes are ﬂoode.d tq the entire network. Node§ree to its neighbors. The topology tafleat routeri specifies
sendreplies in response tqueries if they have complete paths o jinks reported by its neighbors corresponding to paths that
to the requested destinationd/pdates are exchanged whenqy, not include routei in them. The topology table is obtained
paths need to be updated to prevent loops or incorrect pagsetne aggregation of all theinimal exclusionaryrees reported
forwarding due to link connectivity changes. by the router’s neighbors. Theinimal exclusionaryree corre-

All updates are limited broadcast packets that travel one hgponding to neighbar at routeri consists of the subset 6%
only and contain link states that belong to tinimal source with all branches rooted atdeleted. Fig. 1 shows an example
trees used by routers to reach destinations. Fig.1 showsitike of a minimal tree reported byd to H, and the corresponding
minimal exclusionaryree used byH to compute its topology
table.

Each link in i's topology table is identified by a tuple
(u,v,l,s) whereu is the heady is the tail, ! is the cost and
s is the sequence number of the link. Eaghile has a sequence
number, and every time there is a link up or link down, the node
increments its sequence number and it changes the vakuefof
each outgoing link to this new sequence number. When réuter
learns the same linku, v) from several neighbors, it trusts the
entry with the highest sequence number.

The data buffer is a queue that holds data packets waiting for
routes to be discovered. The query table tracks the queries sent
for each destination. For each destination, the query table logs
the time when the last maximum-hop query was sent, the last

imal source tree advertised by a router ( A ) to its neighbors. {ine & zero-hop query was sent, and the last time a query was
the example, router A knows about the links to nodes B,C,....laceived.

and it has active flows with destinatio6$ F', I andM (shown

as black nodes). The source tree reported by radtéo its C. Information Exchanged in SOAR

nelghb(_)rs is a subset of the source trge it maintains. In the examgoaR exchanges three types of control packefsiery,
ple of Fig.1, router A does notreportlinks-J, H — K, K~ L, .o,y andupdate. Query packets are sent when a node does
D — G andC — E (shown with cross-marks), and it advertiseg ot have a route to a destination for which it has a data packet to
all the other links, shown within the curved boundary. SOAgend.Reply packets are sent by a node in responsgitaries if
uses hop-by-hop packet forwarding and a data packet specifi§gs a path to the destination queried. A node forwargds-ay
the path traversed, rather than the path to be traversed. to its neighbors if it does not have a route to the destination for
In SOAR, each router maintains a sequence number for eadfich it receives guery from a neighborlUpdate packets are
destination known by the router. A router increments its owgenerated if next hop changes or the distance increases for any
sequence number when any of its adjacent links go down oraigtive destination after the reception of a control packet or after
brought up. All the outgoing links of the router are identifiea link-connectivity change. The information transfered in con-
by the same sequence number. If the partial topology table at@ packets between nodes running SOAR isrttisimalsource
router contains links with the same head node but different $eee. We denote bimportantnodes those nodes for which the
guence numbers, then the router keeps the links with the highestter acts as a relay or a sender of data packets or those nodes
sequence number and removes the links with lower sequendgch the router uses as a relay for data delivery. ifigor-
numbers. tantnodes of a routerare determined by doing a path traversal

A router maintains a partial topology tablg, a source tree

0 3T; is the source tree used by rouieio reach any destina-

(a) Minimal source tree  (b) Minimal exclusionary tree
reported byA for A used byH

Fig. 1.



throughST;, in an order similar to the post-order walk in a biber of attempts have been made, after which it is kept constant.
nary tree. It should be noted that each node computes its owrrrival of Control Packets: All control packets are limited
shortest path tree, but reports to its neighborsiemalsource broadcast packets, but thec anddst are included to deter-
tree containing links that are used to reachintportantnodes. mine how to forward the control packet®)ueries have src
However, a router can choose to report the entire source tregdbto the source of thaiery anddst set to the destination be-
its neighbors instead of reportimginimalsource trees. ing queried. Any node who sends-eply interchanges therc
Control packets are broadcast and are sent unreliably. B&ddst field, as if thedst replies tosre, though some inter-
cause the loss of control packets can lead to wrong path inforediate node may reply. Faipdates, thedst field is set to
mation and loop formations, the path traced by a particular ABBCASTADDR When a router receives the first control packet
packet is kept in its header. When a node receives a data paftah a node that is not in the neighbor list, it assumes the pres-
to forward, it reads the path traversed by the packet in the packate of a new neighbor within its range.
header and checks whether forwarding it to the successor, spee query for a particular destination is forwarded by a receiver
ified in the routing table leads to a loop. If it detects that thiéit does not have a path tist and if thequery has not traversed
packet can go in a loop, it sends out@niate and determines the maximum number of hops specified in thaery and if the
if any of its neighbors has an alternate path to the destination thidference between the present time and the time when the query
does not have any of the nodes specified in the path traverseddrndstwas last received is greater tharery_receive_timeout.
the packet. A router also sends amdate if it receives a data The last condition is imposed to limit the numbergaferies in
packet for forwarding and it does not have a route to the degtie network sent for a particular destination and originated from
nation. This is to ensure that its neighbors having an outdawifferent sources. After receiving @ery, a router marksrc

view of itsminimalsource tree is updated. asimportant so that it can maintain the correct path to #ne
_ which it needs while propagating back theplies. While for-
D. Operation of SOAR wardingreplies, thesrc, which was thelst in query, is marked

Arrival of Data Packets: When a data packet arrives from@Simportant Anode sends eeply wheniithas a path to the des-
the application layer and the router has a valid path to the d&gation queried. Because SOAR does not maintain up-to-date
tination, it immediately forwards the packet. Otherwise, it inPaths to all destinations, it may happen that the path advertised
tiates a route discovery process by sending a non-propagatth reply is wrong and the sender or relay may realize that this
query and keeps the data packet in data buffer If the data 'S the case only after data packets start flowing along the path.
packet arrives from the network, and the router does not havB@cause that can add to loss of data packets, a node sends a
valid path to the destination, or finds that the packet can go i @!y about a destination if it determines that the links in the
loop if forwarded as indicated by the routing table, the packetféth to the destination form part of itsinimal source tree. A
discarded and ampdate is sent to all neighbors. To prevent arflode forwards aeply packet, if it has a path to thestof the
update to be sent for each data packet received from a burst’gP'y. has a new route to trec of the packet (this is to prevent
data packets with no next hop or headed for a potential loopT4/ltiple replies), and itis a node in the path from the source to
minimum update timis enforced in the transmission of consed€ destination (this prevents sending replies to that part of the
utive updates. This time spacing of updates is maintained oR§tWork, where thiseply is not asked for). If the node is not
for thoseupdates generated in response to information obtaind@auired to forward anyeply, updates are sent if the distance
through data packets. to anyimportantdestination increases. _

While forwarding a data packet, if the router finds that the Each control packet contains several link-state-updates
next hop neighbor in the path to the destination is no long@rSUs) and each LSU is a tupléy, v, [, v.seqno), where
a neighbor, it removes the entries corresponding to that ndpsed-ne indicates the sequence number of the ta)l ¢f the
existent neighbor from its database. It then recomputes its rolftk (#,v) *. The sequence number of the sender is kept in the
ing table and tries to find an alternate path to the destination SPAR header as a separate field. Every time a control packet
there is none, the packet is discarded if it came from the n&t.received, the sequence number for each known paslep-
work; otherwise, it is kept in the data buffer while a route diglated to the highest sequence number heargférrefers to
covery process is started. the cost_ of the link. The nelghborhsnnlmgl source tree a_nd _

Two kinds of queries are sent: non-propagatingieries the_ partial tgpology table are updated using the .|nformat|.on in
which are meant for neighbors only and propagatingries va!!d LSUs in the control packet. A path selection a_Igorlthm
which travel up to a number of hops equal to the value speRilkstra’s SPF, Bellman-Ford) can be run on the partial topol-
fied int theMAX_HOPSfield of query packet. This is to prevent 09y table to determine the source tree and modify the routing
unnecessary flooding when the neighbors have a path to thel@@le. Anupdate is sentif, according to the source tree, there is
quired destination. Two path discovery processes are separ&@dficrease of distance to amgportantdestination or there is
by query_send_timeout seconds. Non propagatingeries are & chang(_a in the next hop._ I_n ac_idltlon, if some new destinations
sent at the start of the path discovery process. If none of @€ obtained, packets waiting in the data buffer for the path to
neighbors sendeply, propagatingueries are sent. If these that destination are sent. )
queries do not yield any response, then the route discovery pro_Path selection aIgonthm; like Bellman-Ford or Dijkstra’s SPF
cess is restarted by sending a non-propagatiagy. Each time Compute the shortest path in a graph from a sositoeny other
a response is not obtained during a a route discovery cycle thgjn (y, v) implies the directed link fromu to v while Link (v, u) implies
value ofquery_send_timeout is doubled till a pre-defined num- the directed link fromv to u.



destination. Due to changing network conditions, a situationWhen a node receives the nemnimal source tree from its
may arise where the links in the shortest path to a particular dasighbor, it updates the neighbor’s entries in the database and
tination¢ through a neighbor may not have been learnt fromits partial topology table. This process is illustrated using Fig.
n itself. In such a scenario, data packets if forwarded along2. For simplicity, assume that all the nodes have packets for
may be lost andipdates generated by, may not improve the every other node and so every other nodieriportantfor each
condition. To remedy this situation, the path selection algorithnode. Also assume that the network has converged to the same
needs to be modified to ensure that the links in the anticipatsghjuence number for each node, as indicated in Fig. 2. Here
path froms to ¢ throughn have been advertised by, itself. we will show how the partial topology table atgets modified
This new class of path selection algorithms, unlike conventioredter link (b, ¢) fails. When link ¢, ¢) goes downp increments
shortest path algorithms that remember only the shortest patlitinsequence number to 35. The pathctoreaks ab and so it
each iteration, remembers all the paths that have been encaemds anpdate, reporting its newminimal source tree. Node
tered while visiting a node and the information about the entitereceives theipdate and modifies the entries 6f No update
set of paths is passed to all its adjacent nodes for their individbals yet reached fronf and so theminimal exclusionantree
computations. Alinkz, y) is added to the source tree of nade of f ata remains unchanged. The links deleted from the old
if and only if there is at least one neighborgoiwhoseminimal minimalsource tree ob ata are ¢, ¢), (¢, d), (c, e). Links (¢, d)
exclusionary treéncludes(z, y). The branch of the source treeand ¢, €) do not appear in theninimal source tree of'; These
of s leading to(z,y) constitutes the shortest path to naden links are deleted from the partial topology tablezafThe node
all theminimal exclusionaryrees of the neighbors &f sequence number reportedfpr itself is 35 and the node does
A router maintains a distance tatdly where each entry is of not advertise link, c). Because every node must be using the
the form (j, last_heard;, seq-no;) andlast_heard; refers to shortest path to any destination, the only reastas stopped
the time when the router has last seen a packet for destinationsing the link ¢, c), is that ¢, ¢) has failed or increased in cost
When the difference between the present timelartLheard; Orbdoes not use it, because there is an alternate lower cost path.
is greater thamefreshingtime, the router is not interested in re-Link (b, c) advertised byf has sequence number 8435. So as
porting routes forj, unless: (a) j is used as a relay for anyindicated in Fig.2, node marks link ¢, c) to be of infinite cost
other nodek, and(b) the difference between present time anédnd having a sequence number of 35. The reason for setting
last_heardy, is less thamefreshingtime. By the term “marking the cost to infinity is to stop using the link as the neighbor has
a node important” we mean thatst_heard; is updated to the already stopped using it. This technique helps to inform routers
present_time. that a link is no longer used for data delivery, without the explicit
To ensure that routers use up-to-date link state informationfgtification of the deletion of the link from the source tree.
construct their source trees, a router sends updaienfoortant At each event, SOAR needs multiple search of the database,
nodes in its source tree when their associated sequence nurffegomputational complexity of which has been greatly reduced
must be updated locally or at a given neighbor. When a rout® using hash tables. The most computationally intensive oper-
receives an LSU that increases the sequence number of any ¢{i@ns turn out to be the implementation of path selection al-
importantnodes, it sends agpdate to all its neighbors to prop- gorithm (for Bellman-Ford, it is Qf.E)) and the function that
agate the updated sequence number for $mglortantnodes. ensures that links advertised for the same head node have same
After several of these inter-nodal communications, the est@gguence number (8()), whenN is the number of nodes in
lishment of the same sequence number for éagortantnode  the graph and is the number of neighbors addis the number
is referred to as theynchronizatiorof the node sequence num-of edges.
ber. Before advertising thminimalsource tree to its neighbors, Buffer Timer:  The buffer timer is set whenever there is a
a router ensures that none of the advertised links to its neigt@cket in buffer. When it times out, the packets waiting in the
bors has a sequence number lower than the sequence nurhb#gr are checked to see whether a new query has to be made
advertised for the head of those links. for any destination. If there is onguery is sent and the buffer
There are two simple ways in which roll-over of sequendémer is reset. If there is no packet in the buffer, the buffer timer
numbers can be supported in SOAR. In one approach, an agihgot started to prevent unnecessary interrupts.
field is used in addition to the sequence number of an LSU. TheUpdate Timer: The value of this Timer is referred to ap-
largest possible sequence number is sent with a zero age @@ timeoutn Table Ill. On reception of a control packet, an
each node is forced to delete the link from its tables and progadate may become necessary for achieving synchronization of
gate such an LSU; furthermore after establishing a new link wigquence numbers dfiportant nodes. The node waits fop-
a new neighbor, a node sends to its neighbor the last sequedi€ timeouto allow for some time forupdates to arrive from
number for the neighbor, so that the neighbor can start usin§ter neighbors, which can have data for the required synchro-
sequence number larger than such a value. nization.
Another approach consists of using a timestamp together with
the sequence number. The timestamp is maintained externally to
the algorithm, and eliminates the need for resetting the sequence&his section addresses the correctness of SOAR. To simplify
number, because the timestamp increases monotonically. tar proof, we assume the set of destinations for which a router
simplicity, in the rest of this description, we assume that the ses-a source of packets is static, that the link layer can inform
ond scheme is used but omit the treatment of sequence numB@AR about link failure within a finite time after the link fails,
reuse in the proofs of correctness. and that control packets are exchanged reliably. We also assume

Ill. CORRECTNESS OFSOAR
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Fig. 2. Example showing how Link State Information is exchanged and updated in SOAR

that SOAR achieves correct reset of sequence numbers. the firstupdate for i, the secondpdate can only be sent if has

Theorem 1:Following a link cost change, there can only bécreased its sequence number afferwhich implies that there
a finite number ofipdates generated for that change. is another link cost change aft&f. However, this contradicts

Proof: Suppose that a link cost change has occurredtQF assumption made for the proof. So for one link cost change,

#+ and that there is no further change in the status of that lif¥ "0de can produce at most a single update. u
after that time. A node increments its sequence number upord heorem 2:Within a finite time after the failure of a link (;)
undergoing a link cost change and assigns that value to alliighe network at time, all routers using link4; j) at timeto
outgoing links. If an outgoing link of a node decreases in cos§0p assuming that linki(j) exists and start finding alternate
the node will not generate arpdate, because it does not leadpaths without link {;, 7).
to any increase in cost for any destination. If the head of the link  Proof: Suppose that there is a link failure at tirtje and
does not generate amypdate, the theorem is proven. there is no link change aftef . Let (i, ;) be the link that fails.

Let us now prove the theorem for the case in whichhpdute We have to prove that all routers using link {) for data trans-
is generated by the head node due to a link cost increase. Afegrat timet, start looking for alternate paths without link ()
t¥, updates can first be generated fon(v) by the head: of a  Within a finite time aftett.
link (u, v), advertising a higher sequence number if the next hopThe link layer informs SOAR within a finite time that a link
changes or the path cost to anyportantdestination increaseshas gone down. If routet is not using link , ) to reach;
due to a cost increase or failure of link,@). A node thatre- at¢,, then none of the routers would be using link] at to;
ceives anupdate processes it within a finite time and sends amherefore, naupdate is produced at as link ¢, 5) fails. Sup-
update if next hop changes, the path to aimyportantdestina- pose routef is using link ¢, j) for some active destinatidnand
tion increases or if it needs to achiesgnchronizationother- |ink (i, 5) fails. Then routei will have a data packet to transfer
wise, noupdate is sent. Equivalently, we can say that a nodgver link (, j) within a finite time after link failure, and SOAR
sends anupdate only if it experiences an increase in the sewill then find that the link has gone down and the router will in-
quence numbers of some nodes. crease its sequence number, because there is a link connectivity

If we can prove that a node can produce at mostigniate change.

for each link cost increase, the theorem is proved. This is be-f £ is an active destination and if any router is using linl
cause we have a network consisting of finite nodes and evegyreachk;, then it generatespdates when the cost of the path
node produces at most onpdate for a link cost change and sotg £ increases. Accordingly a node, thatrishops away from
we will have a finite number ofpdate messages for each "nkthe head of the linki( 5): (a) processes thepdate, because
cost increase. This can be shown by contradiction. it contains new sequence number fdjor processes link level

Let us assume that a nodesends a secondpdate for the information about link failure ifn = 0); (b) stops using link
cost change of linki( 7), which can only be possible if it did not (¢, j); and(c) either sends anpdate if the path tok increases
have the highest sequence number for nb8efore the event on receiving the link failure information or remains silent if its
that caused thepdate and after it has sent thepdate it has the next hop to the destinatiohremains same. There can be no al-
highest sequence number forBecause: has already obtained ternate path té& of lower distance after receiving the link failure
the highest sequence number for nédeecause it has generatednformation.



Accordingly, anupdate containing link failure information number for the head node of the link, whighstill thinks exists.
propagates up the tree rooted @Fig. 3) until either: Node s,, processes thepdate within a finite time, and finds
« Itreaches a nod& where noupdate is required because thethat its original path is incorrect and in turn sendsw@aate,
node experiences no path cost increase or next hop changedwertising a higher sequence number for the head node of the
which case no node upstream &fknows about the failure of link, which s,,_; still thinks exists. Accordingly will rectify
link (¢, 7) and continues to usk¥ as the next hop fok. SinceX its path and the data stops flowing along the path.
is not using link ¢, j) the upstream node which still usas as We now show why data packets for a certain destination

next hop, effectively does not usg f). will not go in a loop for an infinite time. Le€, (y) be the cost

« It reaches a node that is not using link) to reach destina- of the path tok at nodex using link y, k). Let us assume that
tions with which it has active flows. a,b,c,d,e, f andg are involved in a loop (Fig.4). Because the

« It reaches a node which has already updated the highestdgwnstream nodes always have a lower distance to the desti-
qguence number far. nations, we hav&',(z1) > Cy(x2) > ... > Cy(x6). Now

In all the above cases no furthepdates would be sent. let us assume that chooses: as the next hop and uses link

Because the link layer can detect a link failure within a fiz7,k). SoCy(26) > Cy(z7) > C,(x7), which implies that
nite time and a node can process a link failure information froff.(z1) > C,(27), that is,a has selected a path of higher dis-
anupdate or link-layer indication within a finite time and thetance, in which case is supposed to send apdate. Using
tree rooted at is finite, it follows that within a finite time, all @ similar argument we can show thgs path also increases, in
routers using link{, j) att, will not loose any more data packetwhich case it sends arpdate and the loop will break by back-
thinking that link ¢, j) exists. Using the same method, it caivard propagation.

Fig. 4. Figure to depict how SOAR does not form permanent loops

If the updates are unreliable, then it may have happened that
theupdate of a did not reachy. In that case a loop can persist.
Fig. 3. Link failure information propagation in SOAR: White nodes have activloWever SOAR sendspdate if the packet is found to traverse

flows with j (herek = 5). Black Nodes do not care about paths for in aloop, in which case would send ampdate and this breaks

the loop. [ ]
be shown that if the link cost increases and the head of the link.emma 2:If a node does not have a pathk@nd has a data
prefers to use different paths, all relevant nodes would also pgcket fork, it obtains a correct path th, if there exists any,
to determine alternate paths within a finite time. W within a finite time after sendinguery.

Lemma 1:If at time ¢y, a node chooses a path for destination  Proof: A router s initiates a route discovery process by
k, and the path is incorrect then data packetsifawill stop sending a non-propagatingery. If none of the neighbors has
traversing along that path within a finite time. any path, a propagatingiery is sent which traverses multiple

Proof: Suppose that nodechooses a path farand within - hops. When a router receivegaery for k, it markss asim-
a finite time starts forwarding packets along that path. Becauggtantand hence reports the pathddn its control packets?
each node, that is in the path franto k receives a packet fdr, Hence, every node that forwards theery knows how to for-
it marksk asimportant When data packets are forwarded alongard thereply back tos. Because the network is of finite size
the path, they will either reach a nods,), at a distance of n and is connected, at least one node (i.e. the head of the node
hops froms which has either a correct pathk@r has no correct reachingt) should be able to send-aply. Accordingly areply
path tok. If the first condition is satisfied then the Theorenwill be sent for thisquery within a finite time by a node that
is proved because no correction of the path is necessary. Fas a path t&, andk is importantto that node or has as the
the second condition the problem st becomes similar to the end node in its outgoing link. All the intermediate nodes who
problem ats, which implies a recursion. Because the networkave forwarded thguery know the path tos, and thereply
is finite, after the data packet has traversed a finite numberpsdpagates back towithin a finite time. When theeply prop-
hops, a node,, that isn hops away froms, either selects a agates back to the sender, all the routers on the way naaks
nodes,, with no path to the destination or reaches a ngde,  important and hence theeplies contain the path té.

Wh0§e next hOp fok is an already V'S|t_e(_j nOdQ.(Z‘ <= n) In 2A node stops consideringbeingimportant if it has not received any packet
the first case,, sends anpdate advertising a higher sequenceor s for refreshingtime after marking iimportant



For simplicity of the proof, we assumed thateply can only ond, the routing protocol in our stack does not have access to
be sent by a node fdy, if it has a path té andk is animportant the MAC and link queues. Accordingly, packets, once sched-
node or has as the end node in its outgoing link. The proofiled over a link cannot be rescheduled if the link fails. Because
is still valid if a node sends in itgeply an old path. This will both SOAR and DSR would benefit equally from such features,
make the data packet flow along the wrong path for some tinmajr comparative analysis is still valid.
but due to Lemma 1, the error would be detected within a finite
time and in the worst case anothesery has to be sent. B A. Mobility Pattern and Traffic Flows

Theorem 3:1f a path to a node breaks due to a link failure \we have used the “random waypoint’ model [11]. In this
E.ln.d th.ere exists an alternate path, SOAR finds that path withiggdel, each node is at a random point at the start of the simu-
finite time. lation and aftepause timeseconds selects a random destination

Proof: From Theorem 2, we have that all nodes woulglng moves to that destination at 20 m/s for a period of time uni-
stop using a failed link, except those whose downstream neigbmm|y distributed between 5 and 11 seconds. Upon reaching
bors have not experienced a path change. Therefore all thggedestination, the node pauses againpluse timeseconds,
downstream nodes have either selected a new pdtbtalo not chooses another destination, and proceeds there. We used the
have a path t&:. By Lemma 1 any node that needs to send daipeed of 20m/s as it has been used in simulations in previous
along some new path, can detect within a finite time whethgprk [11], [12]. Two nodes can hear each other if the attenua-
that path is correct. In the worst case when there is no alternggg, value of the link between them is such that packets can be
path, a route discovery is initiated and we know from Lemm&changed with a probability, wherep > 0. We use widely
2 that, within a finite time, aeply must come if there exists alyarying pause times: 0, 15, 30, 45, 60, 120, 300, 600 and 900
least a single path. B seconds. High mobility scenarios are tested with higher gran-

Theorem 4:If a node becomes disconnected at titfigevery ylarity than the low mobility scenarios with the basic aim of
node that considered that node toitmportantatt, < 3, will  finding how the routing protocols impart extra overhead under
have no path to it within a finite time. rapidly changing network conditions than under almost static

Proof: Each node failure can be assumed to be equivaledtwork conditions.
to multiple link failures. Therefore using Theorem 2 and Lemma we have 20 nodes moving over a flat space of dimensions
1, we can say that after a node failure every node wishing ® 7miles X 7.7miles) and initially randomly distributed with a
reach the failed node will have no path. B density of approximately 0.3 node per square mile. During the

Although the above theorems assume reliable transmissigitaulations most of the routes consist of 2-4 hops, with each
of updates, SOAR works properly for the case in which the conede having an average connectivity to about 30% of the to-
trol packets are sent unreliably. This is because data packetstg@modes. We have tested scenarios with the number of traffic
reach a node who either detects a loop or finds no path to tfgvs as 4, 16, and 32. In the simulation with 4 flows, we have
destination. In both cases apdate must be generated and thet sources with one destination each, while in the simulations

network can recover within a finite time. greater than 4 flows, we have 8 sources with each source having
2 and 4 destinations. The varying number of flows are used as
IV. PERFORMANCEEVALUATION an attempt to capture most of the realistic scenarios for ad-hoc

We ran a number of simulation experiments on a 20-node nBEWOrks. It has been shown that depending on the scenarios,
work under varying host mobility and network traffic to test thi® number of flows in the network can widely vary[12]. Each
average performance of SOAR with respect to DSR. Both D/W IS & peer-to-peer constant bit rate (CBR) flow and the data
and SOAR are implemented ifiPT, which is a C++ based packet size is kept constant at 64 bytes. The flows start randomly
toolkit that provides a wireless protocol stack and extensive fd52m 20 t0 250 seconds and each flow continues for 200 seconds
tures for accurately simulating the physical aspects of a wirel@@d after the termination of the flow, within 1 sec, the source
multi-hop networkd The stack uses IP as the network protdr_andomly chooses another destination and starts another flow,
col. The routing protocols directly use UDP to transfer pack¢Nich again lasts for another 200 seconds. Hence throughout
ets. The path selection algorithm coded in the simulation is siff€ Simulation, at any point of time after all flows have started,
ply a shortest path algorithm which leads to more control traffi€ Number of flows remains constant. In previous studies ([11],
in SOAR. The link layer implements a medium access protBﬂ)’ the flows start during the initial part of the simulation and
col very similar to the IEEE 802.11 standard [9] and the phyg'gay throughout the simulation, which almost divides the entire
ical layer is based on a direct sequence spread spectrum rgiffgHlation time into two separate phases : path discovery dur-
with a link bandwidth of 1 Mbit/sec. To run DSR in CPT, wed"9 the initial stage and path maintenance at the later stages. In
ported the DSR code available in the2 wireless release [10]. order to simulate most realistic scenarios where flows can start

There are two differences in our DSR implementation as cofld end randomly, we have used the traffic model mentioned
pared to the implementation used in [11]. First, we do not u&gove- The total load on the network is kept constant at 31 data

the promiscuous mode in DSR or SOAR. Besides introducingPaCketS/Second- We have kept the load small with the aim of not
security problems, this feature cannot be supported in anyj§®ating congestion with our data packets, as our idea is to test
stack where the routing protocol is in the application layer aftp¥ routing protocols react to changes in the network topology

the MAC protocol uses multiple channels to transmit data. saihile delivering packets to their destinations. When the number
of flows increases, the data rate of the flows decreases to achieve

3We thank NOKIA Wireless Routers for providing CPT. constant workload on the network.



B. Metrics used Tables Il and Ill show the constants used for DSR and SOAR

In comparing the two protocols, we use the following perfoqurin.g the simulation. For SOA.R’ the vaIuemfnimum up_date

mance metrics: ' limeis chosen such that a sufficient amount of time is given for
o . . the network to recover from the wrong information without in-

o Packet delivery ratioThe rat|q be.tween the number of paCkfroducing moreupdate packets. This value should not be kept

ets sent out by the sender application and the number of pack&i$,igh that during loss afpdate packets, recovery takes a long

correctly received by the corresponding peer application. time. Theupdate timeoubhas been kept to a smaller value than

« Control Packet.Overhea.drhe tptal number of control pack- minimum update timesuch that a node sends apate quickly

ets sent out dl_mng the simulation. Each broadcast pac'_(e[)é?oreminimum update timexpires. Theefreshingtimevalue

counted as a single packet. Low control packet overhead is HS’S been chosen to make a trade off between overhead of flood-

sirable in Iow-bandwidthhwireless environl;nent?.h he darSE2rch messages and maintaining up-to-date paths to all desti-
- Average Hop CountThe average number of hops the datgiions This value has been found to be most suitable for this

packet took from the sender to the receiver during one run 9l oo put in general, this value may not be the best under
simulation. Shorter hop count implies that the routing protocgl circumstances. The values of other constants are chosen to

is using shorter paths to the destinations, thereby utilizing MY¥Litch those used in the literature ([11], [12])
efficiently the network resources. ' '

« Average end-to-end Delayrhe end-to-end delay implies the TABLE Ill
delay a packet suffers between leaving the sender application CONSTANTS USED INSOARSIMULATION
and arriving at the receiver application. This includes delays
caused by route discovery latency at SOAR, delay due to waiting guery send timeout 500
at IP and MAC layers and propagation delays. (exponentially backed off) (ms)
Zero query send timeout (ms) 30
C. Results Time to hold packets awaiting routes (5)30
Max number of pending packets 50
TABLE query receive timeout (s) 45
LINK CONNECTIVITY CHANGES DURING900SECS OF SIMULATION FOR A Update Timeout (S) 2
20NODE NETWORK Minimum Update Time (s) 3
MAX _HOPS 17
?’?nzjze C%nhn;ncgtg/:y refreshingtime () 60
0 695 _ . :
15 257 Figures 5, 6, 7 give a comparative performance of SOAR and
30 170 DSR under three scenarios, where the number of flows is 4, 16
45 140 and 32, respectively. We see that the highest number of pack-
60 126 ets are delivered as the networks become less mobile. This is
120 102 expected, because all packets meant for a neighbor, are dropped
300 80 after link failures and link failures occur less frequently when
600 72 the nodes are less mobile. A considerable performance improve-
900 72 ment can be achieved if the MAC layer, while communicating

with SOAR, can reschedule packets along some alternate links.
In our simulations we found that large number of packets got

Table | shows the number of link connectivity changes tha’fopped at the routing layer when the network was getting par-
occur during different host mobility patterns. Every time a linkitioned, due to the unavailability of routes to destinations. We
goes up or down, it is treated as one link connectivity changg@so see that there is an increase in the number of routing pack-
So all the changes (72) that happen durpgise time00 secs ets for both SOAR and DSR when the number of flows increases
is due to formation of initial topology while any other changegrigs. 5.a, 6.a, 7.a). This is expected in on-demand routing pro-
in link connectivity that occur for lower values pause timeis  tocols, because the number of routes that a node is required to
due to host mobility. maintain increases with the number of flows.

We observe from Figure 5 that the number of control packets
exchanged in SOAR is almost similar to DSR when the number
of flows is very small (4), compared to the number of nodes in
the network. However as the number of flows increases, SOAR
scales better than DSR (Fig.6, 7). This is because each node
in DSR is required to communicate with more nodes when the
number of flows increases, and, unlike DSR, SOAR utilizes the
redundancy in theninimalsource trees exchanged to reduce the

TABLE Il
CONSTANTS USED INDSR SIMULATION

Time between Route Requests 500
(exponentially backed off) (ms)
Size of source route header carrying | 4n+4
carryingn addresses (bytes)

T?meout for Ring 0 search_ _(ms) 30 number of flood search messages. Flood search messages are
Time to hold packets awaiting routes (s) 30 expensive as the entire network is flooded for routes in many sit-
Max number of pending packets 50

uations and eachuery can produce multiple replies. As SOAR
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Fig. 5. Simulation results for the 20node Network with 4 flows
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Fig. 6. Simulation results for the 20node Network with 16 flows

exchanges control packets of bigger size, total byte usage belvers many more data packets than DSR. One of the reasons

been found to be 2-3 times more in SOAR compared to DSR. {ér this difference is that DSR drops more packets due to the

reductionin the size of control packets of SOAR can be achievedavailability of buffer space. This is because, unlike SOAR,

by representing the advertised minimal source trees in the fowhen the number of flows is high, DSR sends meteries

of a list of paths). However, the cost for gaining access to thile more data packets sit in the buffer waiting for their routes

channel is constant with MAC protocols ([13],[14]) similar tdo be discovered.

IEEE802.11 and looking at byte overhead is not realistic. If the ) _

MAC layer allowed for transmission of reliable updates with Theaverage number of hops traversed in SOAR (Figs 5.d, 6.d,

no retransmission overhead, ([15], [16]), then only increment&(d) is less than or e.qual to DSR in most of t.he situations. Part of

changes to theninimal source tree can be exchanged, therefje reason for the differences is SOAR, while transferring infor-

reducing the control packet sizes of SOAR. mation about some path cost increase, can indicate shortening of

distance for certain other nodes, which can belong to the same

We observe from Figures 5.b, 6.b, and 7.b that the percebtanch as the node whose distance has increased (as it happens

age of received packets is almost the same when the numbenddDSR) but also in some other branches of the tree. In [1] a

flows is 4. However when the number of flows increases, SOARethod has been suggested to ensure the use of shortest pathsin
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Fig. 7. Simulation results for the 20node Network with 32 flows

DSR, but that needs the router to ygemiscuousnodes. [6] Y.Huand D.Johnson, “Caching Strategies in On-Demand Routing Proto-

The average delay experienced by the data packets is higher cols for Wireless Ad Hoc Networks ,” iIACM MOBICOM, 2000Boston,
. . Massachusetts, August 2000.
for DSR than in SOAR when the number of flows is 4 and 16z  j.3.Garcia Luna-Aceves and M. Spohn, “Source-Tree Routing in Wireless

This is because DSR waits more in the data buffer while the Networks,” inProc. of IEEE ICNP99November 1999.

; [ C. E. Perkins S. R. Das and E. M. Royer, “Performance Comparison of
paths are dls_’covered' However when the number of flows % Two On-Demand Routing Protocols for Ad-Hoc Networks,” Rroc. of
32, DSR delivers less data packets than SOAR, and as those |EEE Infocom 2000Tel Aviv, Israel, Mar 2000.

data packets are mainly for nearer destinations, delay suffel8d IEEE Computer Society LAN MAN Standards Committkfireless LAN

; P Medium Access Control (MAC) and Physical Layer (PHY) Specifications
by data packets in SOAR is hlghel’. The Institute of Electrical and Electronics Engineers, 1997, |EEE Std
802.11.
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ing protocol that is suitable for ad-hoc networks. The simulatidht! J- Broch et al., “A Performance Comparison of Multi-Hop Wireless Ad

. . . Hoc Network Routing Protocols,” ifroc. ACM MOBICOM 98Dallas,
experiments we carried out show that SOAR incurs much less Tx, october 1998.

overhead than DSR under all scenarios, ranging from high m&z] P. Johansson, T.Larsson, N. Hedman, B. Mielczarek, and M.Dagermark,

. . . ; “Scenario Based Performance Analysis of Routing Protocols for Mobile
bility to low mobility. Given that DSR has been shownto require o/, Networks,” inProc. ACM Mobicom'99Seattle, Washington, Au-

less control traffic than AODV and other protocols, we conjec-  gust 1999.
ture that SOAR is one of the most bandwidth-efficient routin@3] J.J. Garcia-Luna-Aceves and A. Tzamaloukas, “Reversing The Collision-

. . Avoidance Handshake in Wireless Networks,”"Hroc. ACM/IEEE Mobi-
protocols for ad hoc networks. SOAR achieves this by commu- com’99 Seattle, Washington, August 1999.

nicating to its neighbors the link states of only those links thak] C.L. Fullmer and J.J. Garcia-Luna-Aceves, “Solutions to Hidden Terminal
belong to the paths it chooses to advertise for reaching destina- Problems in Wireless Networks,” iroc. ACM SIGCOMM'97 Cannes,

. . L . . . France, September 1997.
tions with which it has active flows, by allowing paths to devial§s) 7. Tang and J.J. Garcia-Luna-Aceves, “Collision-Avoidance Transmission

from optimal routes, and by sending updates only when the path Scheduling for Ad-Hoc Networks,” iRroc. IEEE ICC'2000 June 2000.

increases. while not Crea“ng permanent Ioops [16] C. Zhu and S. Corson, “A Five-Phase Reservation Protocol (FPRP) for
' Mobile Ad Hoc Networks,” inProc. IEEE Infocom, 98March,1998.
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